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ABSTRACT: We have simulated the atomistic details of electronic
wiring of all Fe/S clusters in complex I, a key enzyme in the
respiratory electron transport chain. The tunneling current theory
of many-electron systems is applied to the broken-symmetry (BS)
states of the protein at the ZINDO level. While the one-electron
tunneling approximation is found to hold in electron tunneling between
the antiferromagnetic binuclear and tetranuclear Fe/S clusters without
major orbital or spin rearrangement of the core electrons, induced
polarization of the core electrons contributes significantly to decrease the
electron transfer rates to 19-56 %. Calculated tunneling energy is about
3 eV higher than Fermi level in the band gap of the protein, which
supports that the mechanism of electron transfer is quantummechanical
tunneling, as in the rest of the electron transport chain. Resulting electron
tunneling pathways consist of up to three key contributing protein
residues between neighboring Fe/S clusters. A signature of the wave
properties of electrons is observed as distinct quantum interferences
when multiple tunneling pathways exist. In N6a-N6b, electron tunnels
along different pathways depending on the involved BS states, suggesting possible fluctuations of the tunneling pathways driven by the local
protein environment. The calculated distance dependence of the electron transfer rates with internal water molecules included is in good
agreement with a reported phenomenological relation.

’ INTRODUCTION

NADH:ubiquinone oxidoreductase (complex I) is a large
L-shaped membrane-bound enzyme which plays a central role
in the electron transport chain of mitochondria and bacteria.1-4

Complex I transfers electrons over approximately 90 Å along
flavin mononucleotide (FMN) and seven iron-sulfur (Fe/S)
clusters (N3, N1b, N4, N5, N6a, N6b, N2) fromNADH bound to
the hydrophilic domain to ubiquinone in or near the hydrophobic
membrane bound domain5 (Figure 1). In turn, the reaction pro-
vides the driving force for creating the proton gradient across the
membrane necessary for ATP synthesis.6 Complex I defects are the
cause of several neurodegenerative diseases including Parkinson’s
disease, Alzheimer’s disease, and Huntington’s disease.7

Two Fe/S clusters (N1a and N1b) are binuclear (2Fe-2S), and
six Fe/S clusters (N3, N4, N5, N6a, N6b, N2) are tetranuclear
(4Fe-4S). Under physiological conditions, 2Fe-2S clusters have
two redox states with formal iron valences (þ3,þ3) and (þ3,þ2)
and 4Fe-4S clusters have two redox states with formal iron valences
(þ3,þ3,þ2,þ2) and (þ3,þ2,þ2,þ2) to work as single electron
carriers.8 The formal charges and schematic spin configurations of
two redox states of 4Fe-4S clusters are shown in Figure 1 (right).
Due to the antiferromagnetically coupled high-spin iron atoms, the
Fe/S clusters have unique electronic properties.9-12 The main
feature of such clusters is the exceptionally high quasi-degeneracy
of the electronic states, which has its origin in the 5-fold degeneracy
of the d orbitals of Fe ions. Theoretical studies of such antiferro-
magnetic systems had been performed by combining theHeisenberg

type Hamiltonian and the so-called broken-symmetry (BS) state,10

which resemble the pure spin ground state with some higher spin
state contributions.

The crystal structure of the hydrophilic domain of complex I
from Thermus thermophilus was reported in 2006,13 and the
whole architecture of the enzyme was revealed in 2010;14 how-
ever, the atomistic details of electron transfer along the chain of
Fe/S metal clusters have remained unknown.

We have recently published the first report on the details
of electron tunneling in complex I.15 In this study, we extend our
previouswork to examine the quantummechanical nature of electron
tunneling, tunneling pathways, and the strength of electronic cou-
pling between Fe/S clusters in complex I with the semiempirical
electronic structure method ZINDO. The calculations are based on
the analysis of BS states of the donor and acceptor quasi-continuum
“bands” to obtain a dynamically averaged picture, which are found in
good agreement with broken-symmetry DFT calculations.

ZINDO has been successfully applied to simulate the spin
states and the electronic spectra of transitionmetal complexes with
accuracy comparable to that of DFT (time-dependent DFT for
spectra).16-18 TheHeisenberg spinHamiltonian and the resulting
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spin states of polynuclear transition metal complexes computed
with ZINDOagree well with the experimental data.19 ZINDOalso
reproduces the electronic absorption spectra of mononuclear and
binuclear Fe/S clusters.20 ZINDO has also been extensively used
for calculations of electron transfer in a variety of inorganic and
organic systems;21 the method has an advantage in describing the
through-space interactions of noncovalently bonded protein
atoms due to its Slater-type orbitals.22

The simulations of electron transfer between redox centers are
based on the tunneling current theory,23,24 which had been success-
fully applied to several systems previously. The theory treats many-
electronwave functions explicitly by incorporating both the tunneling
electron orbitals and the induced polarization of core electrons.
Coarse-graining the transition flux between donor and acceptor gives
the interatomic currents, which describe the tunneling flux at the
atomic level.24 On the basis of the tunneling flux theorem, the
tunneling matrix element, the square of which is proportional to the
electron transfer rate, is expressed as the total flux across the dividing
plane between the donor and acceptor.23,24

’SPIN STATES OF FE/S CLUSTERS

In the reduced state [Fe4S4(SCH3)4]
3-, three ferrous Fe2þ

sites have spin S = 2 with multiplicity 5 and one ferric Fe3þ site
has spin S = 5/2 with multiplicity 6; given the four possibilities
of the ferric Fe site (Figure 1), the total number of states is 3000
(=53 � 6 � 4). By dissecting the Fe/S cluster into two layers
and applying appropriate Clebsch-Gordan series, the reduced
[Fe2S2(SCH3)2]

2- and oxidized [Fe2S2(SCH3)2]
1- layers have

spin S12 = 0, 1, ... , 4 and S34 = 1/2, 3/2, ... , 9/2, respectively.
Adding those two spins gives 380 irreducible spin representa-
tions of the 3000 states with the total spin S = 1/2, 3/2, ... , 9/2.
For example, states of total spin S = 1/2 are generated by nine
different combinations of (S12, S34) = (0, 1/2), (1, 1/2), (1, 3/2),
(2, 3/2), (2, 5/2), (3, 5/2), (3, 7/2), (4, 7/2), and (4, 9/2), which
gives 36 representations by considering the four possible ferric

Fe sites. The corresponding phenomenological Hamiltonian has
been proposed as

H ¼
X
i, j

JijSi 3 Sj ( BðS34 þ 1=2Þ ( B0ðSþ 1=2Þ ð1Þ

where Si and Sj are the atomic spins at the ith and jth iron sites
and S is the total system spin.10 The first term is the Heisenberg
Hamiltonian, which describes the exchange couplings between
the localized electrons with the spin coupling parameter Jij. The
second and third terms were introduced to describe the intralayer
and interlayer resonance delocalization, respectively. Uniform
Jij are usually assumed for all Fe pairs. Here, small variations
of the spin couplings are introduced by assuming J12 = J0þΔ and
J34 = J0 - Δ. The solution thus becomes

H ¼ J0
2
SðSþ 1Þ þΔ

2
½S12ðS12 þ 1Þ- S34ðS34 þ 1Þ�

( BðS34 þ 1=2Þ ( B0ðSþ 1=2Þ ð2Þ
The resulting spin state energy diagram is shown in Figure 2
(left panel). The energies are calculated by employing calculated
J0, B, and B0 by BS-DFT25 and are scaled to match the
experimentally observed J0 of 250 cm

-1.11Δ is set to be 5% of J0.
The estimated density of spin states and integrated number of

states versus energy (in kBT) are plotted in Figure 2 (right panel).
Twelve core atoms (4Fe þ 8S) are expected to have significant
vibronic couplings to the electronic states of the spin Hamiltonian.
The fluctuation of the total vibrational energy associated with these
atoms is estimated as (12� 3- 6)1/2kBT≈ 5.5kBT. As many as 30
states of spin S = 1/2, 3/2, 5/2, and possibly 7/2 are present within
the energy interval of 5.5 kBT above the ground state, and can
therefore bemixed through the vibronic coupling during the thermal
dynamics. Spin-orbit coupling is also expected to be not too much
smaller than kBT in these systems, and will further lift the 2S þ 1

Figure 1. Crystal structure of the hydrophilic domain of the respiratory complex I from Thermus thermophilus13 (left), formal charges and schematic
antiferromagnetic spin configurations of the reduced (right top) and oxidized (right bottom) 4Fe-4S clusters. In each electron transfer process between
neighboring Fe/S clusters, the electron is passed from the reduced donor to the oxidized acceptor. Only core (4Fe and 4S) atoms are shown without
cysteine ligands and electron delocalization is not considered for simplicity in the right panels.
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degeneracy of these states to givemore than 100 different spin states.
All relevant vibrations (Fe-S stretch, ring breathing, ring deforma-
tion, etc.) of a Fe/S cluster calculated with BS-DFT have frequencies
in the 200-400 cm-1 range, which corresponds to a time scale of
80-160 fs,26,27 and therefore, the time scale of the resultingmixing is
expected to be 6-8 orders of magnitude faster than that of the
slowest electron transfer.

The broken-symmetry (BS) ground state of isolated [Fe4S4-
(SCH3)4]

3- is calculated at the ZINDO level with an optimized
geometry by BS-DFT calculation.28 The converged electronic
structure reproduces the antiferromagnetic spin structure with two
iron sites spin up and two iron sites spin down in agreement with the
BS-DFT calculations of ref 10. The calculated BS HOMO, which
contributes most to the electron tunneling, is a combination of Fe-
Fe σ* and S-S σ*, in agreement with one of the two spin states
coexisting at the room temperature.10 All BS-ZINDO and BS-DFT
calculations were performed using the Gaussian 03 program.29

Figure 3 shows that both DFT and ZINDO produce similar results,
suggesting the reasonable accuracy of ZINDO comparable to that of
DFT in the electron tunneling calculations.

’PROTEIN PRUNING

Since the electron transfer reaction occurs locally between the
neighboring iron-sulfur clusters, only the peptide close to the
electron tunneling pathway significantly contributes to the reac-
tion. We therefore perform calculations in two stages: first, we
identify the most important parts of the whole protein with
the approximate one-electron extended H€uckel method using
the procedure of protein pruning;30 then, we proceed with more
accurate many-electron treatments using DFT and the ZINDO
semiempirical method. In the pruning procedure, the tunneling
matrix element is calculated at the extendedH€uckel level by using
the perturbation theory Green’s functions, assuming a weak
coupling of the donor and acceptor orbitals to the bridge orbitals.
Here, we first include all the peptide residues located within a
cylinder of radius Rcut with its axis connecting the donor and
acceptor complexes; the cutoff radius Rcut is varied to find the
minimum value which gives the tunneling matrix element within
5% error of the converged value. The tunneling matrix element is
then calculated excluding residues one by one to identify the
most essential ones. The peptide residues which change the
tunneling matrix element by more than 1% are retained. The
X-ray crystal structures with optimized hydrogen atoms are used
in all calculations. Since the protonation states of residues are
unknown, neutral states of all residues are also assumed. The
neutral hydroquinone state of riboflavin is employed as a model
of the reduced FMN. Terminal dangling bonds are eliminated by
capping C-terminals with -NHCH3 groups and N-terminals
with acetyl (-COCH3) groups. The resulting pruned systems
contain 200-500 atoms.

’BS-ZINDO CALCULATIONS

BS donor and acceptor states of the pruned system at
the ZINDO level are used for electron tunneling calculations.
The BS-ZINDO calculations were performed as follows. First,

Figure 2. Spin state diagram (left panel), density of spin states, and integrated number of spin states (right panel) of the [Fe4S4(SCH3)4]
3- cluster.

The total 3000 states are grouped by total spin S to 380 clusters overlapping in energy.10 The experimental value of the Heisenberg constant J is
250 cm-1; a few tens of low-lying states contribute to the electron tunneling.

Figure 3. HOMO of the [Fe4S4(SCH3)4]
3- BS ground electronic

states calculated at the DFT (B3LYP/6-31G) (left) and ZINDO (right)
levels. Both are in reasonable agreement.
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the pruned peptide system, including the electron donor and
acceptor, is dissected into several fragments with no covalent
bonds between them. An electronic structure calculation is
performed for each peptide fragment. The donor fragment has
þ1/2 and 0 spin and the acceptor fragment has 0 andþ1/2 spin
in the donor and acceptor electronic states, respectively. Due to
the slight deformation of symmetric Fe/S clusters in the protein
environment, several nearly degenerate BS ground states exist.
In eq 2, the energy is lowest when each layer has the highest spin
state, namely, S12 = 9/2 and S34 = 9/2 for oxidized [Fe4S4R4]

2-

(R denotes ligands) or S12 = 4 and S34 = 9/2 for reduced
[Fe4S4R4]

3-. BS-ZINDOcalculations are carried out for such states
of the oxidized donor and acceptor Fe/S fragments. Twelve SCF
initial guesses are employed by considering six possible choices of
two oxidized Fe3þ and two reduced Fe2þ sites and two possible
different spin alignments where a given pair of Fe2þ and Fe3þ sites
can have parallel or antiparallel spins. A total of 2-10 different
electronic spin states are obtained as converged SCF solutions, and
1-3BS stateswith the total energy less than 0.15 eVhigher than the
lowest one are considered in the subsequent calculations. The
electronic spin states of the reduced [Fe4S4R4]

3- are obtained by
employing initial guesses from the converged electronic states of the
oxidized [Fe4S4R4]

2- clusters with N þ 1 electrons.
The resulting average ÆS2æ values of the oxidized and reduced

clusters are 8.9 and 8.6 in reasonable agreement with the
expected values of 9 and 8 by the Hamiltonian of eq 1.10 The
BS states consist mainly of S = 1/2, 3/2, and 5/2 pure spin states
stabilized by B and B0 delocalization, which are in the range of
thermal fluctuations (Figure 2).

BS-ZINDO calculations are performed for the total system
with a set of different SCF initial guesses from the low-lying
BS state pairs of the donor and acceptor fragments. The local
electronic spin properties of each Fe/S cluster (namely, atomic
spin densities, Mulliken charges, etc.) are well preserved through
the SCF procedure to the final converged solutions. The electron
tunneling pathway and the tunneling matrix elements were then
calculated for different pairs of BS donor and acceptor states.

’ELECTRON TUNNELING CALCULATION

Suppose the system is artificially “frozen” at the transition state
of the electron transfer reaction, where the energies of donor and
acceptor electronic states are in resonance, the time-dependent
wave function is described as a linear combination of the donor
and acceptor diabatic states |ΨDæ and |ΨAæ:

jΨðtÞæ ¼ cos
TDA

p
t

� �
jΨDæ- i sin

TDA

p
t

� �
jΨAæ ð3Þ

where TDA is the tunneling matrix element. By combining eq 3
and a general expression of the probability current jB(r, t) =

ÆΨ(t)| ^jf (r)|Ψ(t)æ, where ^jf (r) is the quantum-mechanical
multielectron flux operator, we have

jB ðr, tÞ ¼ - JBðrÞ sin 2TDAt
p

ð4Þ
The spatial part of the probability current is called the transition
flux described by23,24,31

JBðrÞ ¼ - iÆΨAjĵf ðrÞjΨDæ ð5Þ
In the diabatic states, the tunneling electron is localized on their
respective complexes. Assuming single Slater determinants for

the donor and acceptor many-electron wave functions, the
expression of the transition flux (eq 5) becomes simplified by
employing a set of corresponding (biorthogonal) orbitals.24,31

The corresponding donor and acceptor orbitals are obtained by
appropriate rotations of the canonical MOs of both states:

jΨDæ ¼ jjD
1R:::j

D
mRj

D
1β:::j

D
nβæ

jΨAæ ¼ jjA
1R:::j

A
mRj

A
1β:::j

A
nβæ

ð6Þ

where the overlap matrix of |ΨDæ and |ΨAæ is diagonal:
Æjiσ

A |jjσ
Dæ = δijsi

σ.32-36

For proteins, the one-electron tunneling approximation holds,31

where a single pair of the corresponding orbitals with the smallest
overlap s1

σ (denoted as tunneling orbitals) gives the largest and
dominant contribution to the tunneling current, whereas the rest
(core orbitals) undergo induced polarization and participate as an
electronic Franck-Condon factor defined as Πi 6¼0si

RΠjsj
β.37

We have investigated the spatial extension of the tunneling
tails of the tunneling orbitlas, which determines the tunneling
pathways, by their atomic populations. For large systems, the
population of the molecular orbital i on a given atom a can be
evaluated as

Pia ¼
X
ν ∈ a

Ciν
2 ð7Þ

where Ciν is the contribution of the atomic orbital ν to the
molecular orbital i. The scatter plots of the atomic population
of the canonical and corresponding tunneling MOs (Figure 4)
show the significance of the biorthogonalization procedure.
Overall, the scatter plots have slopes close to 1, in parallel to
the diagonal lines with negative shifts in y-intercepts. The results
show that the extension of the tails of the correspondingMOs has
similar distance dependence to those of canonical MOs with
significantly smaller amplitudes. That is consistent with the fact
that the corresponding donor and acceptor MOs have dominant
atomic population on single atoms of the core regions of the
respective Fe/S clusters, as shown by the point in the upper right
corner of each panel. Significantly more localized corresponding
MOs suggest that the electron tunneling occurs primarily
between a pair of donor and acceptor atoms in the corresponding
orbital picture.

The atomic populations of the tunneling orbitals of the BS
ground state of N6afN6b are visualized in Figure 5. The donor

Figure 4. Scatter plots of the atomic population of the corresponding
versus canonical tunneling donor (left) and acceptor (right) orbitals of
N6a f N6b in base-10 logarithm. The diagonal lines represent the
perfect correlation where both the canonical and corresponding MOs
have the same atomic populations on all atoms.
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orbital is localized on the donor complex (N6a) with a mono-
tonically (close to exponentially) decaying tail toward the
acceptor (N6b). The acceptor orbital is localized on the acceptor
(N6b) with the similarly decaying tail to the donor (N6a). The
overlap of the tunneling orbitals is calculated as s1

R = 5.0� 10-5.
The next smallest overlap is 0.6 and all other overlaps are larger
than 0.9, which suggests that core orbitals undergo only minor
induced polarizations, maintaining their identities during the
electron tunneling. The electronic Franck-Condon factors of
all electron transfer processes tabulated in Table 1 are in the
range between 0.44 and 0.75. The one tunneling electron
approximation thus holds in the electron tunneling of the
complex I system where the donor and acceptor are multi-
nuclear Fe/S clusters.

Each pruned system containing both donor and acceptor Fe/S
clusters can be dissected into three, namely, the donor, acceptor,
and the peptide bridge. The peptide bridge contains all peptide
residues except for cysteine ligands and Fe/S clusters. The
delocalization lengths of the molecular orbitals of the bridge
peptide are evaluated by the participation ratio (PR):38

Li ¼ 1P
n
ðP
a ∈ n

Pia2Þ2
ð8Þ

where n represents the protein residue indices. PR versus
orbital energy is shown in Figure 6. The valence (occupied)
band is up to the Fermi level of -10 to -8 eV and the
conduction (unoccupied) band starts at 0 eV, which results
in an 8-10 eV energy gap between the two bands. For
simplicity, we assume that the virtual orbitals qualitatively
represent the electronic excited states. Occupied orbitals in
the energy range -15 ( 3 eV are most delocalized over 9-12
residues. Unoccupied orbitals are less delocalized over 7-9
residues at about þ4 eV. The bridges which contain aromatic
residues (N5fN6a) have up to 2 eV higher Fermi level due to
the aromatic π conjugations.

The contributions of the donor, acceptor, and bridge frag-
ments to the donor and acceptor corresponding molecular
orbitals of N6a f N6b are evaluated by

Pf ¼

P
ν ∈ f

Ciν
2

P
ν
Ciν

2 ð9Þ

where f represents either donor, acceptor, or bridge frag-
ment. These contributions are plotted versus the orbital
energy in Figure 7. The band gap of ∼8 eV between the
valence band and the conduction of the peptide bridge are
blue-shifted to þ5 eV compared to the bridge-only calcula-
tion due to the Coulombic repulsion with the additional 5
negative charges distributed over Fe/S clusters. In the donor
electronic state (the initial state), the donor tunneling orbital
is mostly localized on the donor with an energy at ∼3 eV
higher than the bridge valence band in the middle of the band
gap together with other occupied d orbitals of the donor.
Similarly, in the acceptor state (the final state), the acceptor
tunneling orbital is mainly localized on the acceptor with an
energy at ∼4 eV higher than the bridge valence band in the
middle of the bridge band gap. Due to the increased electron-
electron repulsions induced by an additional electron, all
donor orbital energies are higher in the donor state and all
acceptor energies are higher in the acceptor state. Both donor
and acceptor orbitals are in resonance in energy. The result
suggests that the tunneling orbitals are off-resonant from all
molecular orbitals of the peptide bridge, which supports the
direct electron tunneling mechanism between the donor and
acceptor Fe/S clusters without any intermediate state in-

Table 1. Distances, Mediator Residues, Electronic Franck-Condon Factors (FC), Couplings ÆTDA
2æ, and Calculated Rates kET of

ET in Complex Ia

distance (Å)

pair C-to-C G-to-G mediator FC ÆTDA
2æ (cm-2) kET (s-1)

N3 f N1b 14.0 11.0 3Ala
63 0.50 4.6 � 10-4 (1.1) 1.3 � 103 (2.9 � 106)

N1b f N4 13.5 10.6 0.69 2.3 � 10-2 6.4 � 104

N4 f N5 12.2 8.7 3Val
232 0.67 9.8 2.8 � 107

N5 f N6a 16.8 14.0 3Pro
120 0.75 3.2 � 10-6 (2.3 � 10-3) 9.1 (7.3 � 103)

N6a f N6b 12.1 9.3 0.60 0.98 2.8 � 106

N6b f N2 13.7 10.5 9Ile
99 0.44 5.8 � 10-4 (5.3 � 10-2) 1.9 � 104 (1.8 � 106)

a (C-to-C) and (G-to-G) are center-to-center and gateway-to-gateway atom distances. The gateway atoms are defined as core atoms of Fe/S clusters
which give the largest contribution to the transition. When multiple G-to-G distances exist depending on the BS state pairs, the smallest one, which
contributes most to ET, are shown. The mediator residues are the key residue, where the majority of the flux passes along the main tunneling path, not
including cysteine ligands. For couplings and rates, the numbers without parentheses are for the “dry” protein and the numbers in parentheses are for the
protein with structural water included.

Figure 5. Atomic population of the donor and acceptor tunneling
orbitals of the BS ground state of N6 f N6b. The atomic populations
are indicated by blue-to-red color gradation in a base-10 logarithmic
scale. Hydrogen atoms are not shown to avoid complexity.
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volved where the electron is localized on some peptide
residue.

By introducing the atomic basis set and the Mulliken type
coarse-graining of the tunneling current, the transition flux (eq 5)
is expressed in terms of the interatomic currents, which has the

following form in this paper:31,39

Jab ¼
Y
i 6¼0

sRi
Y
j

sβj
X
ν ∈ a

X
μ ∈ b

ðhνμ - E0SνμÞðAμDν -DμAνÞ ð10Þ

Here, ν and μ are the atomic orbitals of atom a and b; Dμ

Figure 6. The delocalization lengths of the molecular orbitals of the bridge peptide regions (eq 8) versus orbital energies.

Figure 7. Normalized donor, acceptor, and bridge contributions to the corresponding donor and acceptor BS molecular orbitals of N6afN6b (eq 9).
The horizontal axis is orbital energy. The dashed lines represent the tunneling donor and acceptor orbitals in resonance at energy E0.
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and Aν are the expansion coefficients of the donor and acceptor
tunneling orbitals, respectively; hνμ and Sνμ are the core
Hamiltonian and overlap matrix; and E0 is a tunneling orbital
energy defined by

E0 ¼
X
λ, F

DλFλFDF ¼
X
λ, F

AλFλFAF ð11Þ

where FλF is the Fock matrix. The second equality in eq 11
corresponds to the resonance of the donor and acceptor
redox potentials, and is achieved by applying a static electric
field mimicking the solvation and the protonations of the
protein residues in the in vivo environment.

Equation 10 shows that the interatomic current is primarily
determined by the overlap of the tails of the two tunneling
orbitals. The electronic Franck-Condon factor (Πi 6¼0si

RΠjsj
β)

contributes as a uniform scaling factor for all interatomic
currents; namely, larger induced polarization of the core elec-
trons gives smaller tunneling currents. In case the electronic
Franck-Condon factor is significantly smaller than 1 (for
example, <0.1), the rearrangement of the core electrons is not
negligible and the one-electron approximation no longer holds.

The total atomic current through a given atom a is expressed as

Jtota � 1
2

X
b

jJabj ð12Þ

which is proportional to the probability that a tunneling electron is
passing through this atom in a tunneling transition. The tunneling
matrix element, according to the total flux theorem,23,24 is given by
the surface integral of the tunneling flux across the dividing surface
∂ΩD separating donor and acceptor complexes

TDA ¼ - p

Z
DΩD

ðd sB 3 JBÞ ð13Þ

The tunneling matrix elements were calculated by eqs 10 and 13.
In order to check that the total flux does not depend on the
dividing surface, the total flux is plottedwith respect to the position
of the dividing plane perpendicular to the line connecting donor
and acceptor complexes in Figure 8. The flux is found conserved in

a sufficiently large range of the position of the dividing plane
around the midpoint (0.5) between the donor and acceptor. For
consistency, a midpoint position is chosen for the matrix element
evaluation in all calculations.

’ELECTRON TUNNELING PATHWAYS

For different pairs of donor and acceptor BS states, the
tunneling pathways are similar, except for some details at the
Fe/S clusters themselves. Most typical tunneling pathways are
shown in Figure 9. For the shortest electron tunneling distances,
the pathway runs either along the two cysteine wires of the donor
and acceptor in direct van derWaals contact (N1bfN4 andN6a
fN6b) or along a singlemediator residue located in themiddle of
the two Fe/S complexes with two through-space jumps (N4 f
N5). For intermediate distances, e.g., N6b f N2, one cysteine
ligand and one mediator residue participate. For longest distance
tunneling (N3f N1b and N5f N6a), one neighboring residue
of either exit or entrance cysteine also participates as an extended
through-bondwire in addition to the two cysteine residues. One to
three through-space jumps are involved, all over distances below
3.2 Å, which indicates that the tunneling electron avoids pathways
with longer through-space jumps due to higher energy costs

Significant quantum interferences are observed between
some Fe/S cluster pairs (N3 f N1b, N4 f N5, and N5 f
N6a). In the N5 f N6a process, cluster N5 has two cysteine
(3Cys

119 and 3Cys
122) wires connected by neighboring 3Pro

120

and 3Thr
121 residues, making the backbone loop

(N5-3Cys
119-3Pro

120-3Thr
121-3Cys

122-N5) stabilized by a hy-
drogen bond and the 3Pro

120 rigidity. The main electron
tunneling flux from N5 is through 3Cys

119 and 3Pro
120, part

of which is reflected back to N5 through 3Thr
121 and 3Cys

122;
the rest is transmitted to 9Cys

56 with a 2.7 or 2.6 Å through-
space jump across the subunit boundary of Nqo3 and Nqo9.
The electron then tunnels through the 9Cys

56 ligand to reach
N6a. In process N6a f N6b, the electron tunnels along two
different pathways depending on the involved BS states, sug-
gesting the sensitive nature of the pathways to the local protein
environment.

Figure 8. Calculated total flux of N6a f N6b across the dividing plane perpendicular to the line connecting the donor (N6a) and acceptor (N6b)
complexes. The coordinate is normalized as 0 at the center of N6a and 1 at the center of N6b. The total flux is conserved in the vicinity of the transition
(0.5), which gives the tunneling matrix element TDA by the flux theorem (eq 13).
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The whole electronic wiring of complex I is obtained by
combining tunneling pathways of individual processes, as shown
in Figure 10. It is clear that specific peptide residues serve as
electronic wires connecting neighboring Fe/S clusters; individual
electron tunneling paths involve up to three protein residues,
including two cysteine ligands and one additional key residue.
Notably, the clusters in the protein are oriented in a specific way—
corner to corner—with Cys ligands mostly pointing toward each
other, which is clearly the most efficient way to transfer electrons
from one cluster to another. The protein subunit boundaries are
clearly seen as significant gaps in the electronic wiring of complex I
where internal water should exist.

’ELECTRON TRANSFER RATES

The electron transfer rates between the clusters are calculated
by using Marcus’ theory40

kET ¼ 2π
p

ÆTDA
2æffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p exp -

ðΔG0 þ λÞ2
4λkBT

" #
ð14Þ

Here, we employ the generic reorganization energy λ = 0.5
eV41,42 and the experimental driving force ΔG = -0.15 eV for
N6b f N2 and ΔG = 0 eV for all the other processes,1,43 as

computational values are expected to be sensitive to the yet
unknown electrostatic environment of the protein such as
solvation and protonation states. The dynamical average of the
electronic coupling matrix elements squared ÆTDA

2æ is evaluated
on the basis of the following observations. Different nearly
degenerate electronic states are typically localized differently in
the Fe/S cluster due to the antiferromagnetism, which means
that the tunneling orbitals in the core regions are constantly
changing in time, driven by the thermal dynamics of the protein
environment. On the other hand, the tunneling tails of the
different tunneling orbitals extending over the intervening pro-
tein space have similar spatial decay in shape but depend strongly
in absolute value on the orbital types with different localizations
in the Fe/S clusters. The averaging procedure we introduced
is as follows. For a given pair of donor and acceptor tunneling
orbitals, the tunneling matrix element is renormalized as T DA* =
TDA/(PDPA)

1/2, where PD and PA are the atomic populations
on the respective gateway atoms defined as core atoms of Fe/S
clusters which give the largest contribution to the transition. For
different pairs of donor and acceptor orbitals, the renormalized
matrix element T DA* is about the same, and reflects the maxi-
mum possible coupling between redox centers, which occurs
when donor and acceptor orbitals are localized on the respec-
tive gateway atoms. The dynamical and statistical average of the

Figure 9. Electron tunneling pathways of (A) N3fN1b, (B) N1bfN4, (C) N4fN5, (D) N5fN6a, (E) N6afN6b, and (F) N6bfN2. The
total atomic current proportional to the probability that the tunneling electron will pass through a given atom (eq 12) is indicated by red color intensity.
Only the residues with significant total atomic currents are shown. Through-space jumps are indicated by green arrows with distances in Å. When
multiple paths are present, directions of the electron flux in the primary and secondary paths are marked by solid and dashed arrows, respectively. The
arrows and numbers in Å are center-to-center distances between the donor and acceptor clusters. Mediator residues are marked with violet circles.
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electronic coupling that determines the electron transfer rate is
ÆTDA

2æ = γDγA(T DA* )2, where γ = 1/8 for 4Fe-4S clusters and
γ = 1/4 for 2Fe-2S clusters. Here, we assume a statistically equal
distribution of the tunneling orbitals over eight core atoms of the
4Fe-4S cluster and over four core atoms of the 2Fe-2S cluster.

The calculated electronic couplings and the rates are shown in
Table 1. Four electron transfer processes of N1bfN4,N4fN5,
N6af N6b, and N6bf N2 are faster than both of the reported
estimates of the total transfer rate: 170 and 104 s-1. However, the
transfer rate of N3f N1b (∼103 s-1) is slower than the highest
estimate, and N5f N6a (∼10 s-1) is drastically slower than the
reported rates. Both are the electron tunneling across the protein
subunit boundaries, where an internal water molecule should be
present,44 although the intervening water is not seen in the crystal
structure due to its possible significant mobility.

We have thus performed the calculations of the electron
tunneling processes of N3 f N1b, N5 f N6a, and N6b f
N2 across the protein subunit boundaries with the internal water
molecules included with their optimized structures. With water
present between the subunits, the tunneling rates are dramati-
cally increased by 2-3 orders of magnitude (Table 1). With this
increase, the overall transfer rate now satisfies a typical physio-
logical requirement,41 and is roughly equal to a typical electron
transfer rate for such a distance.45 With the water included, the
negative slope of the distance dependence or ET rates in natural
logarithm become 1.3, which agrees well with a typical 0.6 in
base-10 log.45 The internal water at the subunit boundaries is
therefore an essential mediator for the efficient electron transfer
along the redox chain of complex I. The calculated enhancement
of the ET rate due to the internal water agrees well with a recent
study on the bovine liver Cytochrome b5.

46

’DISCUSSION

Theoretical details and analysis of the atomistic simulation of
the electron tunneling along Fe/S clusters in respiratory complex

I are presented. The tunneling current theory is applied to the
broken-symmetry (BS) donor and acceptor states of the pruned
protein systems for individual electron transfer processes. Each
pruned protein system consists of antiferromagnetically coupled
binuclear or tetranuclear Fe/S donor and acceptor clusters and
a peptide bridge region connecting them.

While the tunneling tails of the donor and acceptor orbitals
contribute to the tunneling pathway, the induced polarization of
the core electrons contributes as a scaling factor of the magnitude
of the tunneling current through the electronic Franck-Condon
(FC) factor. The calculated FC factors in the range 0.44-0.75
and the small overlaps of the tunneling orbitals (<10-4) suggest
that, even in the case of the multinuclear (2Fe-2S or 4Fe-4S)
antiferromagnetic donor and acceptor systems, the one tunneling
electron approximation still holds. Only one electron primarily
participates in tunneling, and other electrons undergo induced
polarization without any major orbital or spin rearrangement.
However, the induced polarization effect is also significant
and should be considered in the electron transfer rate calcula-
tions, since the rates are scaled by the square of the FC factors
(0.19-0.56).

Population analysis of the tunneling orbitals shows that the
tunneling donor and acceptor orbitals are localized on their
respective Fe/S clusters, with exponentially decaying tunneling tails
extending toward each other through the peptide bridge region.
The atomic populations of the tails of the donor and acceptor
orbitals in the vicinities of the acceptor and donor complexes,
respectively, are as small as 10-20-10-15 depending on the
tunneling distance. However, both donor and acceptor orbitals
have much larger atomic populations of 10-10-10-7 around
the midpoint between the donor and acceptor clusters where
the tunneling matrix element is evaluated by the flux theorem.
This result supports the advantage of the tunneling current
theory in numerical stability of the computed tunneling matrix
elements, as demonstrated in Figure 8. The conventional direct
evaluation requires the overlap integral of the two tunneling
orbitals (eq 8a of ref 37), which can be more susceptible
to numerical errors due to the too small amplitude of the
donor and acceptor orbitals at the acceptor and donor sites,
respectively.

By analyzing the donor, acceptor, and bridge contributions to
the corresponding donor and acceptor orbitals of N6a f N6b,

Figure 10. Calculated complete electron tunneling pathways from FMN
to N2 of complex I. The atoms with significant electron tunneling
probability are highlighted with red color intensity corresponding to their
total current densities. The dashed lines indicate the subunit boundaries.
Mediator residues of electron tunneling are marked with labels.

Figure 11. Natural logarithms of the simulated electron transfer rates
(in s-1) versus the tunneling distance between gateway atoms (in Å).
The negative slope of the least-squares line (solid line) is 1.3. The
number is equivalent to 0.56 in base-10 logarithm, reproducing a typical
value of 0.6 in proteins.45.
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we found that the tunneling energy is ∼3 eV higher than the
Fermi level in the middle of the energy gap between valence and
conduction bands of the bridge peptide. An earlier electronic-
structure-based study suggested that the energy gap of a poly-
peptide is∼5 eV,47 supporting that the tunneling energy is in the
band gap. This is reasonable, since the tunneling orbitals are
mainly from the d orbitals of Fe atoms, which is off-resonant in
energy with any orbitals of the protein bridge region, which
typically consist of s and p orbitals of carbon, oxygen, nitrogen,
and hydrogen atoms. This supports that the electron transport in
complex I is achieved by the wave properties of electrons via
quantum tunneling.

A signature of the wave properties of tunneling electrons is
observed whenmultiple electron tunneling pathways exist. Quantum
interferences are most pronounced in the characteristic peptide
configuration where the peptide backbone loop connected to the
donor is facing the cysteine ligand wire attached to the acceptor in a
few angstrom distance (N3f N1b and N5f N6a).

The calculated tunneling pathways in peptide bridge regions
are usually stable without significant dependence on the electro-
nic spin states of the donor and acceptor Fe/S complexes.
However, in N6a f N6b, the electron tunnels along distinctly
different pathways through different cysteine ligands depending
on the involved BS state pairs of Fe/S clusters. Considering that
the spin states of the Fe/S clusters constantly change driven by
the thermal fluctuations of the protein local environment, the
result suggests that the electron tunneling pathways also fluctuate
accordingly.

The averaging procedure of the coupling matrix element TDA

in the electron transfer rate calculation reflects the fact that many
tunneling orbitals are statistically mixed in the course of protein
dynamics. Different nearly degenerate electronic states are
typically localized differently in the Fe/S cluster due to the
antiferromagnetism; this means that the tunneling orbitals in the
core regions are constantly changing in time, driven by the
thermal dynamics of the protein environment. On the other
hand, different tunneling orbitals, while having different structure
at the cluster regions, are similar in the intervening protein space,
where they extend their tunneling tails. It is the tail region of the
wave functions that determines the efficiency of electron cou-
pling between metal sites and the character of electron propaga-
tion in the protein matrix. Since the tunneling tails are more or
less invariant in shape but depend strongly, in absolute value, on
the orbital types, and since different orbitals with close energies
are expected to bemixed in the course of thermal dynamics of the
protein, a statistical renormalization of the tunneling orbitals and
the corresponding tunneling matrix element is reasonable to
evaluate the dynamical average of the coupling matrix element.

The internal water has been shown to accelerate the electron
transfer kinetics so as to achieve a physiologically meaningful
rate, and the log of the electron transfer rate with internal water
has a linear relationship with tunneling distance with the negative
slope close to a typical value. Both results strongly suggest that
the internal water plays an essential role as a mediator of electron
transfer under physiological conditions.

As it is indicated that the dynamical mixing of the donor and
acceptor BS electronic states alters the electron tunneling path-
ways in intervening protein regions dynamically in N6af N6b,
the positions of the internal water molecules can also dynamically
change the instantaneous tunneling pathways, and can thus affect
the resulting electron transfer rates, which should be investigated
in future studies.
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